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Abstract—The last decade has witnessed significant attention on networked control systems (NCSs) due to their ubiquitous presence in industrial applications, and in the particular case of wireless NCSs, because of their architectural flexibility and low installation and maintenance costs. In wireless NCSs, the communication between sensors, controllers, and actuators is supported by a communication channel that is likely to introduce variable communication delays, packet losses, limited bandwidth, and other practical nonidealities leading to numerous technical challenges. Although stability properties of NCSs have been investigated extensively in the literature, results for NCSs under more complex and general objectives, and, in particular, results dealing with verification or controller synthesis for logical specifications, are much more limited. This paper investigates how to address such complex objectives by constructively deriving symbolic models of NCSs, while encompassing the mentioned network nonidealities. The obtained abstracted (symbolic) models can then be employed to synthesize hybrid controllers enforcing rich logical specifications over the concrete NCS models. Examples of such general specifications include properties expressed as formulas in linear temporal logic or as automata over infinite strings. We thus provide a general synthesis framework that can be flexibly adapted to a number of NCS setups. We illustrate the effectiveness of the results over some case studies.

Index Terms—Automata, control system synthesis, formal verification, networked control systems.

I. INTRODUCTION

Over the last decade, the analysis and synthesis of networked control systems (NCSs) have received significant attention. NCSs are ubiquitous in most of the industrial applications due to their many advantages over traditional control systems, such as increased architectural flexibility and reduced installation and maintenance costs, particularly for wireless NCSs. The numerous nonidealities of the network in an NCS introduce new challenges for the analysis of the behavior (such as the stability) of the plant and for the synthesis of new control schemes. The various nonidealities of the network can be broadly categorized as follows: i) quantization errors; ii) packet dropouts; iii) time-varying sampling/transmission intervals; iv) time-varying communication delays; and v) communication constraints (e.g., scheduling protocols). The limited bandwidth of the network does not require a separate classification as it is captured by a combination of quantization errors i) and the communication delays iv). As pointed out later in this paper, category ii) can also be incorporated in category iv), as long as the maximum number of subsequent dropouts over the network is bounded [1].

Recently, there have been many studies focused mostly on the stability properties of NCS: in [2], iii)–v) are simultaneously considered; in [3], i), ii), and iv) are taken into account; in [4], studies ii) and v); [5] focuses on ii) and iii); in [6] and [7], ii)–iv) are considered; and, finally, in [8], i), ii), and iii), and v) are taken into account. Despite all of the progress on the stability analysis of NCSs as reported in [2]–[8], there are no mature results in the literature dealing with more complex objectives, such as model verification or formal (controller) synthesis for richer properties expressed as temporal logic specifications [9]. Examples of those specifications include linear temporal logic (LTL) formulas or automata over infinite strings [9], which cannot be investigated with the existing approaches for NCSs. A promising direction to study these complex properties is the use of symbolic models [10]. A symbolic model is an abstract description of the original (concrete) dynamical model, where each abstract state (or symbol) corresponds to an aggregate of continuous states in the concrete model. When a finite symbolic model is obtained and is formally related to the original model via the notions of (alternating) approximate (bi)simulations [10] or feedback refinement relations [11], one can leverage algorithmic machinery for controller synthesis of symbolic systems [12] to automatically synthesize hybrid controllers for the original concrete model [10].

To the best of our knowledge, the first results in the literature on the construction of symbolic models for an NCS are [13] and [14]; these results provide symbolic models for the NCS obtained via gridding techniques (discretization of state and control sets); they simultaneously consider the network nonidealities i), ii), and iv); they address symbolic control design with objectives only expressed in terms of nondeterministic automata; the
Given a measurable function $f : \mathbb{R}^n_+ \rightarrow \mathbb{R}^n$, the (essential) supremum of $f$ is denoted by $\|f\|_\infty$, where $\|f\|_\infty := \text{(ess}\sup\{|f(t)|, t \geq 0\})$. A continuous function $\gamma : R_0^+ \rightarrow R_0^+$ is said to belong to class $K$ if it is strictly increasing and $\gamma(0) = 0$; $\gamma$ is said to belong to class $K_\infty$ if $\gamma \in K$ and $\gamma(r) \rightarrow \infty$ as $r \rightarrow \infty$. A continuous function $\beta : R_0^+ \times R_0^+ \rightarrow R_0^+$ is said to belong to class $K\alpha$ if, for each fixed $s$, the map $\beta(r, s)$ belongs to class $K$ with respect to $r$ and, for each fixed nonzero $r$, the map $\beta(r, s)$ is decreasing with respect to $s$ and $\beta(r, s) \rightarrow 0$ as $s \rightarrow \infty$. We identify a relation $R \subseteq A \times B$ with $A \to B$ defined by $b \in R(a)$ iff $(a, b) \in R$. Given a relation $R \subseteq A \times B$, $R^{-1}$ denotes the inverse relation defined by $R^{-1} = \{(b, a) \in B \times A : (a, b) \in R\}$. When $R$ is an equivalence relationootnote{An equivalence relation $R \subseteq X \times X$ is a binary relation on a set $X$ if it is reflexive, symmetric, and transitive.} on a set $A$, we denote by $[a]$ the equivalence class corresponding to the element $a \in A$, by $A/R$ the set of all equivalence classes (quotient set), and by $\pi_R : A \to A/R$ the natural projection map taking a point $a \in A$ to its equivalence class $\pi(a) = [a] \in A/R$.

### B. Control Systems

The class of control systems that we consider in this paper is formalized in the following definition.

**Definition 2.1:** A control system $\Sigma$ is a tuple $\Sigma = (\mathbb{R}^n, U, \mathcal{U}, f)$, where:
1. $\mathbb{R}^n$ is the state space;
2. $U \subseteq \mathbb{R}^m$ is the bounded input set;
3. $\mathcal{U}$ is a subset of the set of all measurable functions of time, from intervals of the form $[a, b] \subseteq \mathbb{R}$ to $U$, with $a < 0$ and $b > 0$;
4. $f : \mathbb{R}^n \times U \rightarrow \mathbb{R}^n$ is a continuous map satisfying the following Lipschitz assumption: for every compact set $Q \subseteq \mathbb{R}^n$, there exists a constant $Z \in \mathbb{R}^+$ such that $\|f(x, u) - f(y, u)\| \leq Z\|x - y\|$ for all $x, y \in Q$ and all $u \in U$.

A locally absolutely continuous curve $\xi : [a, b] \rightarrow \mathbb{R}^n$ is said to be a trajectory of $\Sigma$ if there exists $\xi \in \mathcal{U}$ satisfying $\xi(t) = f(\xi(t), v(t))$ for almost all $t \in [a, b]$. Although we have defined trajectories over open domains, we shall as well refer to trajectories $\xi : [0, t] \rightarrow \mathbb{R}^n$ defined on closed domains $[0, t], t \in \mathbb{R}^+$, with the understanding of the existence of a trajectory $\xi' : [a, b] \rightarrow \mathbb{R}^n$ such that $\xi = \xi'|_{[0, t]}$ with $a < 0$ and $b > t$. We also write $\xi_{\epsilon v}(t)$ to denote the point reached at time $t$ under the input $v$ from the initial condition $x = \xi_{\epsilon v}(0)$; the point $\xi_{\epsilon v}(t)$ is uniquely determined due to the assumptions on $f$ [24]. A control system $\Sigma$ is said to be forward complete if every trajectory is defined on an interval of the form $[a, \infty]$ [25].

### C. Notions of Stability and of Completeness

Some of the existing results recalled in this paper require certain stability properties (or lack thereof) on $\Sigma$. First, we recall a stability property, introduced in [26], as defined next.

...
**Definition 2.2:** A control system $\Sigma$ is incrementally input-to-state stable ($\delta$-ISS) if it is forward complete and there exists a $\mathcal{KL}$ function $\beta$ and a $\mathcal{K}_\infty$ function $\gamma$ such that for any $t \in \mathbb{R}_0^+$, any $x, \hat{x} \in \mathbb{R}^n$, and any $v, \hat{v} \in U$, the following condition is satisfied:
\[
\|\xi_x(t) - \xi_{\hat{x}}(t)\| \leq \beta (\|x - \hat{x}\|, t) + \gamma (\|v - \hat{v}\|_\infty, t).
\] (II.1)

Next, we recall a completeness property, introduced in [17], which can be satisfied by larger classes of (even unstable) control systems.

**Definition 2.3:** A control system $\Sigma$ is incrementally forward complete ($\delta$-FC) if it is forward complete and there exist continuous functions $\beta : \mathbb{R}_0^+ \times \mathbb{R}_0^+ \rightarrow \mathbb{R}_0^+$ and $\gamma : \mathbb{R}_0^+ \times \mathbb{R}_0^+ \rightarrow \mathbb{R}_0^+$ such that for each fixed $s$, the functions $\beta(r, s)$ and $\gamma(r, s)$ belong to class $\mathcal{K}_\infty$ with respect to $r$, and for any $t \in \mathbb{R}_0^+$, any $x, \hat{x} \in \mathbb{R}^n$, and any $v, \hat{v} \in U$, the following condition is satisfied:
\[
\|\xi_x(t) - \xi_{\hat{x}}(t)\| \leq \beta (\|x - \hat{x}\|, t) + \gamma (\|v - \hat{v}\|_\infty, t).
\] (II.2)

As explained in [17, Remark 2.3], $\delta$-FC implies uniform continuity of the map $\phi_t : \mathbb{R}^n \times U \rightarrow \mathbb{R}^n$ defined by $\phi_t(x, u) = \xi_x(t)$ for any fixed $t \in \mathbb{R}_0^+$.

We refer the interested readers to the results in [26] (respectively, [17]) providing a characterization (respectively, description) of $\delta$-ISS (respectively, $\delta$-FC) in terms of the existence of so-called incremental Lyapunov functions.

### III. SYSTEMS AND APPROXIMATE EQUIVALENCE NOTIONS

We now recall the notion of system, as introduced in [10], that we later use to describe NCS as well as their symbolic abstractions.

**Definition 3.1:** A system $S$ is a tuple $S = (X, X_0, U, \rightarrow, Y, H)$ consisting of (a possibly infinite) set of states $X$, (a possibly infinite) set of initial states $X_0 \subseteq X$, (a possibly infinite) set of inputs $U$, a transition relation $\rightarrow \subseteq X \times U \times X$, a set of outputs $Y$, and an output map $H : X \rightarrow Y$.

A transition $(x, u, x') \in \rightarrow$ is also denoted by $x \xrightarrow{u} x'$. If $x \xrightarrow{u} x'$, state $x'$ is called a $u$-successor of state $x$. We denote by $\text{Post}_u(x)$ the set of all $u$-successors of a state $x$, and by $U(x)$ the set of inputs $u \in U$ for which $\text{Post}_u(x)$ is nonempty. We denote by $T(U, Y)$ the set of all systems associated with a set of inputs $U$ and a set of outputs $Y$. A system $S$ is said to be:
1) **metric**, if the output set $Y$ is equipped with a metric $d : Y \times Y \rightarrow \mathbb{R}_0^+$;
2) **finite** (or **symbolic**), if $X$ and $U$ are finite sets;
3) **countable**, if $X$ and $U$ are countable sets;
4) **deterministic**, if for any state $x \in X$ and any input $u \in U(x)$, $|\text{Post}_u(x)| = 1$;
5) **non-deterministic**, if there exist a state $x \in X$ and an input $u \in U$ such that $|\text{Post}_u(x)| > 1$.

Given a system $S = (X, X_0, U, \rightarrow, Y, H)$, we denote by $|S|$ the size of $S$, defined as $|S| := |X|$, which is equal to the total number of transitions in $S$. Note that it is more reasonable to consider $|S|$ as the size of $S$ rather than $|X|$ because, in practice, it is the transitions of $S$ that are required to be stored rather than just the states of $S$.

We recall the notions of (alternating) approximate (bi)simulation relation, introduced in [27] and [28], which are useful to relate properties of NCSs to those of their symbolic models. First, we recall the notion of approximate (bi)simulation relation, introduced in [27].

**Definition 3.2:** Let $S_a = (X_a, X_{a0}, U_a, \rightarrow_a, Y_a, H_a)$ and $S_b = (X_b, X_{b0}, U_b, \rightarrow_b, Y_b, H_b)$ be metric systems with the same output sets $Y_a = Y_b$ and metric $d$. For $\varepsilon \in \mathbb{R}_0^+$, a relation $R \subseteq X_a \times X_b$ is said to be an $\varepsilon$-approximate simulation relation from $S_a$ to $S_b$ if the following three conditions are satisfied.

i) For every $x_{a0} \in X_{a0}$, there exists $x_{b0} \in X_{b0}$ with $(x_{a0}, x_{b0}) \in R$.

ii) For every $(x_a, x_b) \in R$, we have $d(H_a(x_a), H_b(x_b)) \leq \varepsilon$.

iii) For every $(x_a, x_b) \in R$, the existence of $x_{a0} \xrightarrow{u_{a0}} x_{a'}$ in $S_a$ implies the existence of $x_{b0} \xrightarrow{u_{b0}} x_{b'}$ in $S_b$ satisfying $(x_{a'}, x_{b'}) \in R$.

A relation $R \subseteq X_a \times X_b$ is said to be an $\varepsilon$-approximate bisimulation relation between $S_a$ and $S_b$ if $R$ is an $\varepsilon$-approximate simulation relation from $S_a$ to $S_b$ and $R^{-1}$ is an $\varepsilon$-approximate simulation relation from $S_b$ to $S_a$.

System $S_a$ is $\varepsilon$-approximately simulated by $S_b$, denoted by $S_a \preceq_{\varepsilon} S_b$, if there exists an $\varepsilon$-approximate simulation relation from $S_a$ to $S_b$. System $S_a$ is $\varepsilon$-approximately bisimilar to $S_b$, denoted by $S_a \simeq_{\varepsilon} S_b$, if there exists an $\varepsilon$-approximate bisimulation relation between $S_a$ and $S_b$.

As explained in [28], for nondeterministic systems, we need to consider relationships that explicitly capture the adversarial nature of nondeterminism. Furthermore, these types of relations become crucial to enable the refinement of symbolic controllers [10].

**Definition 3.3:** Let $S_a = (X_a, X_{a0}, U_a, \rightarrow_a, Y_a, H_a)$ and $S_b = (X_b, X_{b0}, U_b, \rightarrow_b, Y_b, H_b)$ be metric systems with the same output sets $Y_a = Y_b$ and metric $d$. For $\varepsilon \in \mathbb{R}_0^+$, a relation $R \subseteq X_a \times X_b$ is said to be an alternating $\varepsilon$-approximate simulation relation from $S_a$ to $S_b$ if conditions i) and ii) in Definition 3.2, as well as the following condition, are satisfied:

iii) For every $(x_a, x_b) \in R$ and for every $u_a \in U_a(x_a)$, there exists some $u_b \in U_b(x_b)$ such that for every $x_{a'} \in \text{Post}_{u_a}(x_a)$, there exists $x_{b'} \in \text{Post}_{u_b}(x_b)$ satisfying $(x_{a'}, x_{b'}) \in R$.

A relation $R \subseteq X_a \times X_b$ is said to be an alternating $\varepsilon$-approximate bisimulation relation between $S_a$ and $S_b$ if $R$ is an alternating $\varepsilon$-approximate simulation relation from $S_a$ to $S_b$ and $R^{-1}$ is an alternating $\varepsilon$-approximate simulation relation from $S_b$ to $S_a$.

System $S_a$ is alternatingly $\varepsilon$-approximately simulated by $S_b$, denoted by $S_a \preceq_{\varepsilon} S_b$, if there exists an alternating $\varepsilon$-approximate simulation relation from $S_a$ to $S_b$. System $S_a$ is alternatingly $\varepsilon$-approximately bisimilar to $S_b$, denoted by $S_a \simeq_{\varepsilon} S_b$, if there exists an alternating $\varepsilon$-approximate bisimulation relation between $S_a$ and $S_b$. 
It can be readily seen that the notions of approximate (bi)simulation relation and of alternating approximate (bi)simulation relation coincide when the systems involved are deterministic, in the sense of Definition 3.1.

Let us introduce a metric system $S_r(\Sigma) := (X_r, \ X_r+0, U_r, x_r, Y_r, H_r)$, which captures all of the information contained in the forward complete control system $\Sigma$ at sampling times $k\tau, \forall k \in \mathbb{N}_0$. $X_r = \mathbb{R}^n, X_r+0 = \mathbb{R}^n, U_r = \mathcal{U}, Y_r = \mathbb{R}^n/Q$ for some given equivalence relation $Q \subseteq X_r \times X_r$, $H_r = \pi_Q$, and $x_r \xrightarrow{\tau} x_r^{Q}$, if there exists a trajectory $\xi_{x_r^{Q}} : [0, \tau) \to \mathbb{R}^n$ of $\Sigma$ satisfying $\xi_{x_r^{Q}}(\tau) = x_r^{Q}$.

Notice that the set of states and inputs of $S_r(\Sigma)$ are uncountable and that $S_r(\Sigma)$ is a deterministic system in the sense of Definition 3.1 (cf., Section II-B) since the trajectory of $\Sigma$ is uniquely determined. We also assume that the output set $Y_r$ is equipped with a metric $d_Y : Y_r \times Y_r \to \mathbb{R}^+$. We refer the interested readers to [16]–[19], proposing results on the existence of symbolic abstractions $S_q(\Sigma) := (X_q, Y_q, U_q, \ q, Y_q, H_q)$ for $S_r(\Sigma)$. In particular, the results in [16]–[19] provide symbolic abstractions $S_q(\Sigma)$ for $\delta$-ISS and $\delta$-FC control systems $\Sigma$, respectively, such that $S_q(\Sigma) \cong S_r(\Sigma)$ (equivalently, $S_q(\Sigma) \cong S_r(\Sigma)$) and $S_q(\Sigma) \cong S_r(\Sigma)$, respectively. The results in [16] and [17] assume that $Q$ is the identity relation in the definition of $S_r(\Sigma)$, implying that $Y_r = \mathbb{R}^n$ and $x_q = 1_{\mathbb{R}^n}$. We are now able to reach synchronization at the microsecond level (even on wireless networks) (see, e.g., [29] and [30]).

IV. MODELS OF NCSs

Consider an NCS $\Sigma$ as depicted in Fig. 1, and similar to those discussed in [6, Fig. 1], [7, Fig. 1], and [13, Fig. 1]. The NCS $\Sigma$ includes a plant $\Sigma$, a time-driven sampler, and an event-driven zero-order hold (ZOH), all of which are described in more detail later. The NCS consists of a forward complete plant $\Sigma = (\mathbb{R}^n, \mathcal{U}, f, j)$, which is connected to a symbolic controller, explained in more detail in the next subsection. A communication network that induces delays ($\Delta^a$ and $\Delta^c$). The state measurements of the plant are sampled by a time-driven sampler at times $s_k := k\tau, k \in \mathbb{N}_0$, and we denote $x_k := \xi(s_k)$. The discrete-time control values computed by the symbolic controller at times $s_k$ are denoted by $u_k$. Time-varying network-induced delays, that is, the sensor-to-controller delay ($\Delta^c$) and the controller-to-actuator delay ($\Delta^a$), are included in the model. Moreover, packet dropouts in both channels of the network can be incorporated in the delays $\Delta^c$ and $\Delta^a$.

Fig. 1. Schematics of an NCS $\Sigma$. 
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where

\[ \kappa(j, \tilde{N}_{max}^N, \tilde{N}_{max}^a) := \min \left\{ \max\{0, \tilde{N}_{max}^a - j - N_{max}^{ca}\}, \max\{0, \tilde{N}_{max}^a - 1 - j - N_{max}^{ca} + 1\}, \ldots, \max\{0, \tilde{N}_{max}^a - N_{min}^a - 1\} \right\} \]

with \( j \in [0; N_{max}^{ca} - N_{min}^{ca}] \). Note that the expression for the continuous-time control input in (IV.1) and (IV.2) takes into account the possible out-of-order packet arrivals and message rejection. For example, in Fig. 2, the time delays in the controller-to-actuator branch of the network are allowed to take values in \( \{\tau, 2\tau, 3\tau\} \), resulting in a message rejection at time \( s_k + 2 \). We refer the interested readers to [6, Lemma 1] to understand how the proposed choices for \( \tau \) (IV.2), \( \lambda \), and \( \kappa \) can take care of the possible out-of-order packet arrivals and message rejections.

**A. Architecture of the Symbolic Controller**

A symbolic controller is a finite system that takes the observed states \( x_k \in \mathbb{R}^n \) as inputs and produces as outputs the actions \( u_k \in U \) that need to be fed into the system \( \Sigma \) in order to satisfy a given complex logical specification. We refer the interested readers to [10] for the formal definition of symbolic controllers. Although for some LTL specifications (e.g., certain safety or reachability properties), it may be sufficient to consider only static controllers (that is, without memory) [31], we do not limit our work by such an assumption, and the proposed approach in this paper is indeed applicable to general LTL specifications [9].

Due to the presence of a ZOH, from now on, we assume that the set \( \mathcal{U} \) contains only curves that are constant over intervals of length \( \tau \in \mathbb{R}^+ \) and take values in \( U \), i.e.,

\[ \mathcal{U} = \{ u : \mathbb{R}_{s\tau}^+ \rightarrow U | u(t) = u((s - 1)\tau), t \in [(s - 1)\tau, s\tau] \}. \]  

Correspondingly, one should update \( U \) to \( \mathcal{U} \) in (IV.3) in the definition of \( \mathcal{S} (\Sigma) \) (cf. Section III).

Similar to what was assumed at the connection between the controller and the plant, we also consider possible occurrences of message rejection for the measurement data sent from the sensor to the symbolic controller. The symbolic controller uses \( \bar{x}_k \) as an input at the sampling times \( s_k := k\tau \), where

\[ \bar{x}_k = x_k + \tau \]  

\[ \frac{\tilde{\delta}}{\alpha} \]  

or \( \frac{\tilde{\delta}}{\alpha} \) in \( S_0 \) where \( \tilde{\delta} = \lambda(\tilde{N}_{min}^s, \ldots, \tilde{N}_{min}^s, \tilde{N}_{max}^s, \tilde{N}_{max}^s) \), as defined in (IV.2), and one of the following holds (due to the initialization of the NCS):

\[ x_{\tilde{\delta} - \tilde{\delta}} = q, \]  

where \( \tilde{\delta} = \lambda(\tilde{N}_{min}^s, \ldots, \tilde{N}_{max}^s) \), defined in (IV.5), and \( u = u_1 \);  

\[ x_{\tilde{\delta} - \tilde{\delta}} = q \neq q \]  

and the choice of \( u \) is free;  

\[ H_\alpha(x_1, \ldots, x_{\tilde{\delta} - 1}, u_1, \ldots, u_{\tilde{\delta} - 1}, \tilde{N}_{min}^s, \tilde{N}_{max}^s) = H_\alpha(x_1) \]  

where with a slight abuse of notation, we assume that \( H_\alpha(q) := q \).
It can be readily seen that the system $S_b$ is (un)countable or symbolic if the system $S_a$ is (un)countable or symbolic, respectively. Although $S_b$ may be a deterministic system, $S_b$ is, in general, a nondeterministic system (if $N_{\text{min}} < N_{\text{max}}$), since depending on the values of $N$ or $N$, more than one $u$-successor of any state of $S_b$ may exist.

We assume additionally that the output set $Y_b$ is equipped with the same metric $d_{Y_b}$, which is extended so that $d_{Y_b}(H_b(x), H_b(q)) = +\infty$ for any $x \in \mathbb{R}^n$ and $d_{Y_b}(H_b(x), H_b(q)) = 0$.

We have now all of the ingredients to describe the NCS $\Sigma$ as a metric system. Given $S_r(\Sigma)$ and the NCS $\Sigma$, consider the metric system $S(\Sigma) := (X, X_0, U, \sim, Y, H)$, capturing all of the information contained in the NCS $\Sigma$, given as $S(\Sigma) = \mathcal{L}(S_r(\Sigma), N_{\text{nc}}^{\text{min}}, N_{\text{nc}}^{\text{max}}, N_{\text{ca}}^{\text{min}}, N_{\text{ca}}^{\text{max}})$. Note that the choice of the state space $X$ in $S(\Sigma)$ allows us to keep track of an adequate number of measurements and control packets and the corresponding delays suffered by them, which is necessary and sufficient in order to consider out-of-order packet arrivals and message rejections as explained in detail in [6] and [7]. The choice of the set of initial state $X_0$ keeps the initial input value $v_0$ in the ZOH until new control input values arrive. Moreover, assigning the maximum delay suffered by the dummy symbols ensures that those symbols will not take over an actual packet at the later iterations of the network. The transition relation of $S(\Sigma)$ captures a nondeterministic fashion all of the possible successors of a given state of $S(\Sigma)$, based on all of the possible ordering of measurements arriving to the controller, and of inputs arriving to the ZOH and ensuring that the controller applies its previously computed input value if it does not receive any concrete state measurement from the network. Let us also remark that the sets of states and inputs of $S(\Sigma)$ are uncountable.

**Remark 4.1:** Note that the output value of any state of $S(\Sigma)$ is simply the output value of the state of the plant available at the sensors at times $s_k := k\tau$. We should highlight that the main role of output sets (respectively, maps) in the definition of systems (cf., Definition 3.1) is to describe the set of atomic propositions (respectively, state labeling) used in describing the specifications and, hence, used for the symbolic controller synthesis. We refer the interested readers to [10, Ch. 5] explaining controller synthesis schemes for some classes of specifications in which the output set plays a role; see, in particular, the discussion after the proof of Proposition 6.8 in [10]. For the implementation (refinement) of symbolic controllers and their composition, one requires dealing with the states of systems rather than their outputs [10, Prop. 8.7]. We elaborate more on the symbolic controller synthesis and refinement in Section VI.

### V. Symbolic Models for an NCS

This section contains the main contributions of the paper. We show the existence and construction of symbolic models for NCS by using an existing symbolic model for the plant $\Sigma$, namely $S_q(\Sigma) := (X_q, X_{q0}, U_q, \sim^q, Y_q, H_q)$.

Given the metric system $S_q(\Sigma)$, define the new metric system $S_r(\Sigma) := (X_r, X_{r0}, U_r, \sim, Y_r, H_r)$ as $S_r(\Sigma) = \mathcal{L}(S_q(\Sigma), N_{\text{nc}}^{\text{min}}, N_{\text{nc}}^{\text{max}}, N_{\text{ca}}^{\text{min}}, N_{\text{ca}}^{\text{max}})$, where the map $\mathcal{L}$ is defined in (IV.6). System $S_r(\Sigma)$ is constructed in the same way as $S(\Sigma)$, but replacing continuous states, inputs, and the transition relation of $S_r(\Sigma)$, with the corresponding ones in $S_q(\Sigma)$.

We can now state the first pair of major technical results of this work, which are schematically represented in Fig. 3.

**Theorem 5.1:** Consider an NCS $\Sigma$ and suppose that there exists an abstraction $S_q(\Sigma)$ such that $S_q(\Sigma) \leq_{AS} S_r(\Sigma) \leq S_q(\Sigma)$. Then, we have $S_r(\Sigma) \leq_{AS} S(\Sigma) \leq S_r(\Sigma)$. The proof is provided in [32] and is omitted here due to lack of space.

**Corollary 5.2:** Consider an NCS $\Sigma$ and suppose that there exists an abstraction $S_q(\Sigma)$ such that $S_q(\Sigma) \equiv_{AS} S_r(\Sigma)$. Then, we have $S_r(\Sigma) \equiv_{AS} S(\Sigma)$.

The proof is provided in [32] and is omitted here due to lack of space.

**Remark 5.3:** As discussed earlier, one of the main advantages of the results proposed here in comparison with the ones in [13] and [14] is that one can construct symbolic models for the NCS using symbolic models obtained exclusively for the plant. Therefore, one can readily extend the proposed results to other classes of control systems for the plants, e.g., stochastic control systems, as long as there exist techniques to construct the corresponding symbolic models. For example, one can leverage the recently developed results in [18], [19], [22] (not requiring state-space gridding), and [21] to construct symbolic models for classes of stochastic plants embedded in the NCS.

#### A. Limited Bandwidth

Assume that an abstraction $S_q(\Sigma)$ exists such that $S_q(\Sigma) \leq_{AS} S_r(\Sigma)$ equipped with the alternating $\varepsilon$-approximate simulation relation $R$. From the formal definition of symbolic controllers in [10] constructed based on $S_q(\Sigma)$, one can readily verify the implicit presence of a static set-valued map (a.k.a quantizer map) $\varphi : X_r \to 2^{X_q}$ inside the symbolic controllers, associating with each $x_r \in X_r$ a set of symbols in $X_q$ as follows:

$$\varphi(x_r) = \{x_q \in X_q \mid (x_q, x_r) \in R\}.$$  

Since the map $\varphi$ is static, one can shift this map toward the sensor in the NCS, as shown in Fig. 4, without affecting any of the presented results. This means that, in general, a set of symbols, rather than only a quantized one, needs to be sent over the sensor-to-controller branch of the network. Let us provide a simple example illustrating the problem that may raise if only

![Fig. 3. Symbol $\sim$ represents any of the following relations: $\leq_{AS}$, and $\equiv_{AS}$](image-url)
a controller consisting solely of the map in the previous sentence, however, does not allow us to distinguish between \( \tilde{x}_2 \) and \( \tilde{x}_3 \), and the refined control sequences over \( S \) would result in \( u_1 u_2 u_1 u_2 u_1 \cdots \). Such a controller would result in the system satisfying infinitely often reaching \{2\} on \( S \), that is, \( \square \{2\} \), rather than satisfying the requested specification \( \square\{\|\leq \varepsilon \} \). While this is a clearly concocted example for illustrative purposes, situations analogous to the one captured by this example arise in the construction of abstractions via notions of (alternating) approximate (bi)simulation (e.g., [17]), in which some concrete states may be associated with several abstract states. For more details on this potential problem, we refer the interested readers to [11].

**Remark 5.5:** Unfortunately, the problem we just illustrated may arise in the constructions of [13] and [14]. Based on the proposed symbolic abstractions in those works, the set-valued quantizer map \( \varphi : \mathbb{R}^n \to 2^{[\mathbb{R}^n]} \) should be as follows:

\[
\varphi(x) = \{x_\eta \in [\mathbb{R}^n]_\eta \mid \|x - x_\eta\|_2 \leq \varepsilon \}
\]

for some given state-space quantization parameter \( \eta \in \mathbb{R}^+ \) and some precision \( \varepsilon \in \mathbb{R}^+ \), where \( \eta < \varepsilon \); see [13, eq. (18)] and [14, eq. (5)]. However, papers [13] and [14] use the map \( \varphi : x \mapsto [x]_\eta \), where \([x]_\eta \in [\mathbb{R}^n]_\eta\) associates to every \( x \in \mathbb{R}^n \) just one quantized state \([x]_\eta \in [\mathbb{R}^n]_\eta\), such that \( \|x - [x]_\eta\|_2 \leq \eta/2 \). For the case of deterministic quantizers (no measurement error), this problem can be readily avoided if the proposed alternating approximate simulation relations in those papers were directly defined over quantized states as proposed in [33]. For the case of nondeterministic quantizers, either one should send a set of symbols to the controllers, as discussed in the beginning of Section V-A, or one should resort to feedback refinement relations [11] (cf., Remark 5.6) and send only one symbol to the controller.

Similarly, a quantization map \( \psi : X_\Delta \times X_\Delta \times U_\Delta \to U \) is implicitly contained in the symbolic controllers, associating to each symbol \( u_\eta \in U_\Delta(x_\eta) \) generated by the controller an input \( u \in U_\Delta(x_\eta) \) for some \( (x_\eta, x_\eta) \in R \). Unfortunately, the quantization map \( \psi \) requires the knowledge of the state of the plant just before the controller. Therefore, one cannot easily shift this map toward the actuator (ZOH) in the NCS scheme. In order to solve this issue, one can simply assume that the set \( U \) is finite and \( U_\Delta = U \) and adjust condition (iii) in Definition 3.3 as follows.

iii) For every \((x_\eta, x_\eta) \in R \), every \( u_\eta \in U_\Delta(x_\eta) \), and every \( x' \in \text{Post}_{u_\eta}(x_\eta) \) there exists \( x'_\eta \in \text{Post}_{u_\eta}(x_\eta) \) satisfying \((x'_\eta, x'_\eta) \in R \).

so that only abstractions \( S_\eta(\Sigma) \) satisfying \( S_\eta(\Sigma) \preceq_{AS} S_\eta(\Sigma) \) with the new condition (iii) are admitted in our scheme. These modifications simply imply that for each symbolic input \( u_\eta \) in \( S_\eta(\Sigma) \), one should apply the same input to \( S_\eta(\Sigma) \). Note that we abused notation by identifying \( u_\eta \) with the constant input curve with domain \([0, \tau]\) and value \( u_\eta \). With this adjustment, one has a new quantizer map \( \psi = 1_{U_\Delta} \), which is static and can be shifted toward the actuator (ZOH) in the NCS, as shown in Fig. 4. Note that the proposed abstractions in [16]–[19], [21], and [22] satisfy this new condition in Definition 3.3 by simply taking \( U_\Delta = U \) in those results. In general, this is a rather natural assumption.
to be taken as, in practice, one usually considers a finite set of inputs available and constructs abstractions accordingly. We emphasize that the results in Theorem 5.1 and Corollary 5.2 still hold with this modification on condition (iii) in Definition 3.3. Observe that a similar adjustment as this condition (iii) was also proposed in [15, Def. 5].

Remark 5.6: Observe that one can use the recently developed notion of feedback refinement relations introduced in [11] in order to establish the relation between the concrete systems and their symbolic models. This new relation resolves both issues explained in the previous paragraphs: 1) the refined controller only requires the quantized state information of the concrete system; and 2) the abstraction does not need to be used as a building block inside the refined controller, and consequently, a smaller amount of memory is required. We refer the interested readers to [34] showing that the proposed map $L$ in (IV.6) also preserves the feedback refinement relations and that similar results as in Theorem 5.1 hold for this new relation as well.

VI. SYMBOLIC CONTROLLER SYNTHESIS AND REFINEMENTS

A. Symbolic Controller Synthesis

Although the main contribution of the paper is on the construction of symbolic models for the NCS with some non-idealities, the provided abstractions are amenable to any off-the-shelf symbolic controller synthesis toolbox such as SCOTS [35] and S1UGS [36]. To further elaborate on this, let us consider the following example. Let $A \subseteq \mathbb{R}_+$ be a compact set. Consider a safety problem, formulated as the satisfaction of the LTL formula $\square \varphi_A$, where $\varphi_A$ is a label (or atomic proposition) characterizing the set $A$. The goal is to synthesize a controller enforcing $\square \varphi_A$ over the output of the plant, available at the sensors before the network. To do so, we first construct a discrete controller enforcing $\square \varphi_A$ over the output of $S(\Sigma) = (X, X_o, U, r, Y, H, \tau)$. Whenever $Y \neq X$, and $H \neq 1$, it suffices to consider a new safe set $\hat{A} \subseteq X$, defined as $\hat{A} = \{x \in X : H(x) \in A\}$. Now, one can apply Theorem 6.6 in [10] to auxiliary system $\hat{S}(\hat{\Sigma}) = (X, X_o, U, r, Y, 1, H)$, and the specification set $\hat{A}$ to synthesize a discrete controller enforcing $\square \varphi_A$ over the output of $\hat{S}(\hat{\Sigma})$. The main subtlety here is in the refinement of the constructed discrete controller enforcing $\square \varphi_A$ over the output of the plant which requires the whole state tuple $x$, of $S(\Sigma)$, while only one of the elements of the tuple is available based on the packet arrived before the controller. We elaborate on the refinement of symbolic controllers in the next subsection and propose a class of the NCS, in which the whole state tuple $x$ of $S(\Sigma)$ can be recovered inside the controllers.

B. Symbolic Controller Refinement

In order to refine the synthesized symbolic controllers in our setup, we target a class of NCSs, where the upper and lower bounds of the delays are equal at each channel. This implies that all packets suffer the same delay (that is, $\bar{N}_k = N_{\text{sc}}^{\text{max}} = N_{\text{ca}}^{\text{max}}$ and $\bar{N}_k = N_{\text{ca}}^{\text{min}} = N_{\text{ca}}^{\text{max}}$ for any $k \in \mathbb{N}_0$) in each channel. This can be readily achieved by performing extra prolongation (if needed) of the delays suffered already by the packets. For the sensor-to-controller channel, this can be readily done inside the controller. The controller needs to have a buffer to hold arriving packets and keep them in the buffer until their delays reach the maximum. For the controller-to-actuator channel, the same needs to be implemented inside the ZOH. Therefore, in this setting, state (respectively, input) packets are allowed to have any delay (not necessarily integer multiples of the sampling time) between 0 and $N_{\text{ca}}^{\text{max}}$ (respectively, $N_{\text{ca}}^{\text{min}}$), where $N_{\text{ca}}^{\text{min}}$ and $N_{\text{ca}}^{\text{max}}$ are integer multiples of the sampling time. In this special class of NCSs, the information contained in the NCS $\Sigma$ is captured by the metric system $S(\Sigma) := L(S(\Sigma), N_{\text{ca}}^{\text{max}}, N_{\text{ca}}^{\text{min}}, N_{\text{ca}}^{\text{max}}, N_{\text{ca}}^{\text{max}})$. We also denote by $S(\Sigma) := L(S(\Sigma), N_{\text{ca}}^{\text{max}}, N_{\text{ca}}^{\text{min}}, N_{\text{ca}}^{\text{max}}, N_{\text{ca}}^{\text{max}})$ the corresponding symbolic model of $S(\Sigma)$. Recall that $S(\Sigma)$ denotes the symbolic model of the NCS without the prolongation of delays suffered by packets in both channels of the network. Here, we provide a brief comparison between $S(\Sigma)$ and $S(\Sigma)$.

1) $S(\Sigma)$ has no nondeterminism caused by different delay possibilities in comparison with $S(\Sigma)$. This results in a smaller transition relation making the controller synthesis less complex.

2) $S(\Sigma)$ is less conservative in comparison with $S(\Sigma)$ in terms of the existence of symbolic controllers satisfying some given logic specifications. We elaborate more on this in a lemma later.

3) In terms of actual implementation, the controllers designed for $S(\Sigma)$ may be more complex than those for $S(\Sigma)$ because they need to have a buffer to hold arriving packets till they reach the required maximum delay; the same needs to be implemented for the ZOH.

Lemma 6.1: Consider a symbolic model $S_1$ and $\bar{N}_{\text{min}}, \bar{N}_{\text{max}}, \tilde{N}_{\text{min}}, \tilde{N}_{\text{max}} \in \mathbb{N}_0$, where $\bar{N}_{\text{min}} \leq \tilde{N}_{\text{min}}$ and $\bar{N}_{\text{max}} \leq \tilde{N}_{\text{max}}$. We have $S_1 \leq_{\text{AS}} S_1$, where $S := L(S_1, \bar{N}_{\text{min}}, \bar{N}_{\text{max}}, \bar{N}_{\text{min}}, \bar{N}_{\text{max}})$ and $S := L(S_1, \tilde{N}_{\text{max}}, \tilde{N}_{\text{min}}, \tilde{N}_{\text{max}}, \tilde{N}_{\text{max}})$. The proof is provided in [32] and is omitted here due to lack of space. The result in Lemma 6.1 implies that if there exists a symbolic controller enforcing some complex specifications over $S_1$, then there exists a symbolic controller enforcing the same complex specifications over $S$, which confirms item 2 in the above comparison between $S(\Sigma)$ and $S(\Sigma)$.

Finally, in order to refine the constructed symbolic controllers in closed-loop fashion, one needs to have the symbolic state tuple of the form:

$$(x_1, \ldots, x_4, u_1, \ldots, u_{N_{\text{sc}}^{\text{max}}}, N_{\text{sc}}^{\text{max}}, \ldots, N_{\text{sc}}^{\text{max}}, N_{\text{ca}}^{\text{max}}, \ldots, N_{\text{ca}}^{\text{max}}).$$

The controller already knows what control inputs have generated during the $N_{\text{max}} := N_{\text{ca}}^{\text{max}} + N_{\text{max}} - 1$ previous sampling times (that is, $u_1, \ldots, u_{N_{\text{max}}}$). Hence, it just needs to store them in a buffer. The first $N_{\text{max}}$ control inputs (that is, $u_1, \ldots, u_{N_{\text{max}}}$) will be used directly in the sym-
bolic state tuple and the rest for the construction of states $x_1, \ldots, x_{N_{\text{max}}^u}$. Now, consider two different cases. Case 1: we assume that the symbolic model of the plant (that is, $S_q(\Sigma)$) is deterministic (cf., the example section). The controller gets states $x_{N_{\text{max}}^u}$ using the current measurement packet (that is, $x_{N_{\text{max}}^u}$) and the relation between $S_q(\Sigma)$ and $S_\Sigma(\Sigma)$. Using $x_{N_{\text{max}}^u}$, previously generated control inputs (that is, $u_{N_{\text{max}}^u}$, $\ldots$, $u_{N_{\text{max}}^u}$), and symbolic model $S_q(\Sigma)$, the controller can construct other symbolic state information as follows: $x_1 = \text{Post}_{u_{N_{\text{max}}^u}}(x_2)$, $x_2 = \text{Post}_{u_{N_{\text{max}}^u}}(x_3)$, $\ldots$, and $x_{N_{\text{max}}^u} = \text{Post}_{u_{N_{\text{max}}^u}}(x_{N_{\text{max}}^u})$. Case 2: we assume that the controller has access to the current state measurement of the plant (that is, $x_{N_{\text{max}}^u}$) and the model of the plant. Here, the controller can construct all the state measurements still travelling inside the sensor-to-controller channel up to the current state of the plant (that is, $x_1, \ldots, x_{N_{\text{max}}^u}$) using the current packet it receives (that is, $x_{N_{\text{max}}^u}$), previously generated control inputs (that is, $u_{N_{\text{max}}^u}$, $\ldots$, $u_{N_{\text{max}}^u}$), and the model of the plant: $x_1 = \xi_{x_{N_{\text{max}}^u}}(\tau)$, $x_2 = \xi_{x_{N_{\text{max}}^u}}(\tau)$, $\ldots$, and $x_{N_{\text{max}}^u} = \xi_{x_{N_{\text{max}}^u}}(\tau)$ (solving the differential equation, possibly numerically, online). Therefore, using the relation between $S_q(\Sigma)$ and $S_\Sigma(\Sigma)$ and $x_1, \ldots, x_{N_{\text{max}}^u}$, symbolic states $x_1, \ldots, x_{N_{\text{max}}^u}$ are constructed inside the controller.

Remark 6.2: One can use a quantized version of $x_{N_{\text{max}}^u}$ rather than itself in Case 2 above to construct symbolic states $x_1, \ldots, x_{N_{\text{max}}^u}$ of (not necessarily deterministic) $S_q(\Sigma)$ inside the controller. We can use a quantizer with appropriately chosen precision based on the abstraction precision $\varepsilon$, the Lipschitz constant $Z$ in Definition 2.1, and the proposed techniques in [11, Sec. VI-B] to construct symbolic states $x_1, \ldots, x_{N_{\text{max}}^u}$ using the model of the plant. On the other hand, one can try to synthesize symbolic controllers with partial information (see, e.g., [37]) $(x_{N_{\text{max}}^u}, u_1, \ldots, u_{N_{\text{max}}^u}, N_{\text{sc}}_{\text{max}}, N_{\text{sc}}_{\text{max}}, N_{\text{ca}}_{\text{max}}, N_{\text{ca}}_{\text{max}})$, which is left as object of future research. Remark that the computational complexity of synthesis with partial information is usually much larger than the synthesis with full state information [37]. Therefore, there is a tradeoff between having simpler controller synthesis scheme (cf., Section VI-A) amenable to any off-the-shelf synthesis toolbox but simpler refinement scheme (cf., Section VI-B) or having more complex controller synthesis scheme (see, e.g., [37]) not necessarily tractable using off-the-shelf synthesis toolbox but simpler refinement procedure.

VII. SPACE COMPLEXITY ANALYSIS

We compare the results provided here with those in [13] and [14] in terms of the size of the obtained symbolic models. For the sake of a fair comparison, assume that we use also a grid-based symbolic abstraction for the plant $\Sigma$ using the same sampling time and quantization parameters as the ones in [13] and [14]. Note that the provided comparison may not be complete still, because we do not need any requirement on the symbolic controller, while in [13] and [14], it is assumed that the symbolic controllers are static. By assuming that we are only interested in the dynamics of $\Sigma$ on a compact set $D \subset \mathbb{R}^n$, the cardinality of the set of states of the symbolic models provided in [13] and [14] is

$$|X| = \sum_{i \in \{1\} \cup [N_{\text{min}}: N_{\text{max}}]} |D_{\eta}|^i$$

where $N_{\text{min}} = N_{\text{sc}}^{\text{min}} + N_{\text{ca}}^{\text{min}}$, $N_{\text{max}} = N_{\text{sc}}^{\text{max}} + N_{\text{ca}}^{\text{max}}$, and $|D_{\eta}| = D \cap [\mathbb{R}^n]^\eta$, for some quantization parameters $\eta \in \mathbb{R}^+$. Meanwhile, the size of the set of states for the abstractions provided by Theorem 5.1 and Corollary 5.2 is at most

$$|X| = \left((|D_{\eta}| + 1) N_{\text{sc}}^{\text{max}} \cdot |U_{\text{fs}}|^{N_{\text{ca}}^{\text{max}}} \right)$$

where $|U_{\text{fs}}| = U \cap [\mathbb{R}^m]^\mu$, for some quantization parameters $\mu \in \mathbb{R}^+$. Note that there may exist some states of $X$ that are not reachable from any of the initial states $x_0 \in X_0$ due to the combination of the delays in both channels of the network, and hence, one can exclude them from the set of states $X$ without loss of generality. Therefore, the actual size of the state set $X$ may be less than the aforementioned computed ones.

One can easily verify that the size of the symbolic models proposed in [13] and [14] is at most

$$|S_q(\Sigma)| = |X| \cdot |U_{\text{fs}}| \cdot (N_{\text{sc}}^{\text{max}} - N_{\text{sc}}^{\text{min}} + 1) \cdot K$$

where $K$ is the maximum number of $u$-successors of any state of the symbolic model $S_q(\Sigma)$ for $u \in [U_{\text{fs}}]$. Note that with the results proposed in [16], one has $K = 1$ because $S_q(\Sigma)$ is a deterministic system, while with the ones proposed in [17], one has $K \geq 1$ because $S_q(\Sigma)$ is a nondeterministic system and the value of $K$ depends on the functions $\beta$ and $\gamma$ in (II.2)—see [17] for more details. The size of the symbolic models provided in this paper is at most

$$|S_q(\Sigma)| = |X| \cdot |U_{\text{fs}}| \cdot (N_{\text{sc}}^{\text{max}} - N_{\text{sc}}^{\text{min}} + 1) \cdot (N_{\text{ca}}^{\text{max}} - N_{\text{ca}}^{\text{min}} + 1) \cdot K$$

with the same $K$ as in (VII.1). The symbolic model $S_q(\Sigma)$ can have a smaller size for some large values of $N_{\text{max}}$ and for $|D_{\eta}| >> |U_{\text{fs}}|$, as depicted in Fig. 6 (upper panel) by fixing $N_{\text{ca}}^{\text{max}} = N_{\text{sc}}^{\text{max}} = 6$ and $N_{\text{ca}}^{\text{min}} = N_{\text{sc}}^{\text{min}} = 1$. On the other hand, the symbolic model $S_q(\Sigma)$ can have a smaller size for some large values of $|U_{\text{fs}}|$ and of $N_{\text{ca}}^{\text{max}} - N_{\text{ca}}^{\text{min}}$ (or $N_{\text{sc}}^{\text{max}} - N_{\text{sc}}^{\text{min}}$), as depicted in Fig. 6 (lower panel) by fixing $|D_{\eta}| = 10^3$. 
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Upper panel: sizes of $S_1(\Sigma)$ and $S_2(\Sigma)$ for different values of $|D|_\eta$ and $|U|_\mu$, where $N^\text{ca}_{\max} = N^\text{ca}_{\min} = 6$, $N^\text{sc}_{\max} = N^\text{sc}_{\min} = 1$, and $S_1 = S_2(\Sigma)$ and $S_2 = S_2(\Sigma)$. Lower panel: sizes of $S_1(\Sigma)$ and $S_2(\Sigma)$ for different values of $|U|_\mu$ and of $N^\text{ca}_{\max} - N^\text{ca}_{\min}$ or $N^\text{sc}_{\max} - N^\text{sc}_{\min}$, where $|D|_\eta| = 10^7$.

Note that in the special case when $N^\text{sc}_{\max} = N^\text{sc}_{\min} = 1$, the dummy symbol $q$ is not necessary in the definition of $X_\ast$; hence

$$|X_\ast| = |D|_\eta \cdot |U|_\mu N^\text{ca}_{\max} - N^\text{ca}_{\min} + 1 N^\text{ca}_{\max}.$$  

(VII.3)

Remark 7.1: In [13, Remark 5.2], the authors suggest a more concise representation for their proposed finite abstractions of NCSs, in order to reduce the space complexity. However, this representation is only applicable if the plant $\Sigma$ is $\delta$-ISS. Hence, for general classes of plants $\Sigma$ in the NCS, the approach proposed in this work can be more appropriate in terms of the size of the abstractions, particularly for large values of $N_{\max}$ and for $|D|_\eta >> |U|_\mu$.

Remark 7.2: One can readily see in the example section that the computation time and memory required for computing symbolic abstractions of NCSs using the proposed method here are several orders of magnitude smaller than those required using techniques in [13] and [14]. The main reason for this is because modular construction of abstractions as proposed in this paper is highly favored by the binary decision diagram (BDD) data structure, which compactly represents both sets of states and the transition relation between these states.

VIII. Example

In this section, we present some case studies where we construct symbolic models of the NCS from the symbolic models of the plants inside them. We consider the setup presented in Section VI in order to refine the constructed symbolic controllers in closed-loop fashion. First, we present results for the construction of symbolic models of the NCS for several systems. Then, we provide an example where a dynamic controller is synthesized using the derived symbolic model of the NCS. The synthesized controller is simulated in closed-loop fashion using both MATLAB and OMNET++ [38]. The computation of the abstract systems $S'_\ast(\Sigma)$ (cf., Section VI-B) and the symbolic controllers have been implemented by the software tool SENSE [39].

A. Symbolic Models of NCSs From the Ones of Plants in Them

We use the tool SCOTS [35] to construct symbolic models of the plants which are stored as BDD objects. The BDD objects are fed as inputs to the tool SENSE along with NCS delay bounds to construct symbolic models of NCS. Notice that the tool SENSE constructs symbolic models of NCS directly by operating with BDD objects of the symbolic models of the plants. This results in a large reduction in the computation time in comparison with constructing them from scratch, which is the case using the techniques proposed in [13] and [14] (cf., see later for a comparison for some of the case studies). Table I summarizes the results for different network delay configurations. Six case studies are considered. For each case study, we show the size of the symbolic model of the plant. For different network delay configurations ($N^\text{sc}_{\max}, N^\text{ca}_{\max}$), we show the size of the symbolic models of NCS, the time in seconds required to construct them, and the memory in kilobytes used to store them. First, we consider an already given symbolic model of the plant (denoted by SM) consisting of 13 states and 26 transitions. Then, we consider a plant as a double integrator (denoted by DI) inside an NCS, where its dynamic is given by

$$\Sigma : \begin{bmatrix} \dot{\xi} \\ 0 \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \xi + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u$$

with the set of states restricted to $[0, 3.2] \times [-1.5, 1.5]$, state quantization parameters as $(0.2, 0.3)$, input set restricted to $[-0.3, 0.3]$, input quantization parameter of 0.2, and sampling time $\tau = 0.3$. The third case study, denoted by Robot, corresponds to a mobile robot whose dynamics is given by [40]

$$\Sigma : \begin{bmatrix} \dot{\xi} \\ v_1 \\ v_2 \end{bmatrix} = \begin{bmatrix} 0 \\ v_1 \tan(v_2) \\ v_1 \cos(\alpha + \xi_3) \cos(\alpha)^{-1} \end{bmatrix}$$

(VIII.1)

The states represent the position of the robot. We consider the state set restricted to $[0, 63] \times [0, 63]$ and state quantization parameter as 1. The input set is restricted to $[-1, 1] \times [-1, 1]$ with input quantization parameter of 1, and sampling time is $\tau = 1$. The last three case studies, denoted by Vehicle1, Vehicle2, and Vehicle3, respectively, correspond to a vehicle whose dynamics is given by

$$\Sigma : \begin{bmatrix} \dot{\xi} \\ v_1 \cos(\alpha + \xi_3) \cos(\alpha)^{-1} \end{bmatrix}$$

where $\alpha = \arctan(\tan(v_2)/2)$. The first and second states represent the position of the vehicle, while the third represents the heading angle. The control inputs represent rear wheel velocity and the steering angle. We consider state quantization parameter as 0.2, input set restricted to $[-1, 1] \times [-1, 1]$, and input set quantization parameter as 0.3, and a sampling time of $\tau = 0.3$ for the last three case studies. We consider the state set restricted to $[0, 6] \times [0, 5] \times [-3.54, 3.54]$ for Vehicle1 and Vehicle2 case studies. The state set is
restricted to $[0, 10] \times [0, 10] \times [-3.54, 3.54]$ for the Vehicle3 case study. Some parts of the state sets of the last four case studies were removed to represent obstacles that need to be avoided when synthesizing the symbolic controllers. The symbolic models were constructed using a PC (Intel Core i7 3.6 GHz and 32 GB RAM). The CUDD library [41] was used to operate with BDDs. Note that the inconsistencies in the execution time and storage memory reported in Table I are due to the heuristic algorithms implemented in the CUDD library for operating with BDDs to automatically reorder binary variables for optimizing BDD operations. We also implemented the construction of symbolic models of NCS using the schemes proposed in [13] and [14]. The computation time and memory storage for the construction of a symbolic model for NCS containing DI with delay parameters $N_{\text{max}} = N_{\text{max}} = 2$ amounted to 1.17 s and 42.6 kB, respectively. For the Vehicle1 case with delay parameters $N_{\text{rca}} = N_{\text{rca}} = 2$, the computation time amounted to more than two days and the memory usage exceeded 32 GB. This shows that the computation times and memory required to construct symbolic models using the schemes in [13] and [14] are several orders of magnitude more than those using the proposed scheme in this paper which amounted to 0.019 and 117.4 s, respectively (including the computation time required by the tool SCOTs to construct the symbolic models of the plants inside the NCS), while the storage memory is already reported in Table I.

### B. Controller Synthesis and Refinement: The Robot Case

We consider the third case study from Table I with the network delays $(N_{\text{rca}} = 2, N_{\text{rca}} = 2)$. The control objective is to enforce the robot to infinitely often visit two target sets of states described by propositions $\text{Target1}$ and $\text{Target1}$, which are defined by the hyperintervals $[5, 15] \times [45, 55]$ and $[45, 55] \times [5, 15]$, respectively. Moreover, the robot needs to avoid a set of nine obstacles defined by the propositions $\text{Obstacle}_i$, $i \in \{1, \ldots, 9\}$, which are defined by the hyperintervals $[5, 15] \times [20, 22]$, $[15, 17] \times [5, 22]$, $[48, 50] \times [45, 60]$, $[51, 58] \times [45, 47]$, $[27, 36] \times [20, 45]$, $[44, 49] \times [27, 36]$, $[27, 36] \times [52, 57]$, $[27, 36] \times [5, 10]$, and $[19, 27] \times [27, 36]$, respectively. This control objective can be described by the following LTL formula:

$$\psi = \left( \bigwedge_{i=1}^{9} \Box(\neg \text{Obstacle}_i) \right) \land \Box(\text{Target1}) \land \Box(\text{Target2}).$$

The controller was synthesized using fixed-point computations as implemented in SENSE. Remark that the resulting controller is a dynamic controller with two discrete states. The computation of the symbolic controller amounted to 4.7 s. Fig. 7 shows the closed-loop simulation of the NCS. For a more realistic simulation environment, we consider OMNeT++ [38], a common simulation framework for networks. Communication channels are modeled using a random propagation-delay communication channels in OMNeT++. Fig. 8 shows the closed-loop simulation results in OMNeT++. We make use of the animation capabilities of OMNeT++ to visualize both packet transfers over the network as well as the movement of the robot through the state set as illustrated in [39]. Controller synthesis and refinement for the vehicle dynamic in (VIII.1), for a configuration of network delays, and for an LTL specification are provided in [39].

### IX. Discussion and Conclusion

In this paper, we have provided a construction of symbolic models for NCS, subject to the following nonidealities: variable communication delays, quantization errors, packet losses, and limited bandwidth. This novel approach is practically relevant, since it can leverage any existing symbolic model for...
the plant and, in particular, is not limited to grid-based ones and extendible to work over stochastic plants—both features are current focus of active investigation elsewhere. Furthermore, this approach can be applied to treat any specification expressed as a formula in LTL (cf., the example section) or as an automaton on infinite strings, without requiring any additional reformulation.

Future work will concentrate on the following goals:

1) the construction of symbolic models for the NCS with explicit probabilistic structure over the transmission intervals, communication delays, and packet dropouts;
2) the construction of symbolic models for still more general NCSs, by considering additional network nonidealities, in particular time-varying sampling and transmission intervals;
3) the study of interconnections and synthesis employing the different outputs enabled by our abstractions at the sensor and controller side.
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Fig. 7. Closed-loop simulation of the NCS with the robot system in MATLAB. The target sets are indicated with the red boxes and obstacles with the blue boxes.

Fig. 8. Closed-loop simulation of the NCS with the robot system in OM-NeT++. On the left, we illustrate how the packets move between different parts of the network. On the right, the movement of the robot over the state set is illustrated.
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