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Abstract

We introduce a novel framework for the estimation of the posterior distribution over the weights of a neural network, based on a new probabilistic interpretation of adaptive subgradient algorithms such as ADAGRAD and ADAM. We demonstrate the effectiveness of our Bayesian ADAM method, BADAM, by experimentally showing that the learnt uncertainties correctly relate to the weights’ predictive capabilities by weight pruning. We also demonstrate the quality of the derived uncertainty measures by comparing the performance of BADAM to standard methods in a Thompson sampling setting for multi-armed bandits, where good uncertainty measures are required for an agent to balance exploration and exploitation.

1 Introduction

For decades, many different approaches have been suggested to integrate Bayesian inference and neural networks. The principal property of Bayesian neural networks (BNNs) is not a single set of parameters or weights, but an (approximate) posterior distribution over those parameters. The posterior distribution enables uncertainty estimates over the network output, selection of hyperparameters and models in a principled framework, and guided data collection (active learning) for instance.

In general, exact Bayesian inference over the weights of a neural network is intractable as the number of parameters is very large and the functional form of a neural network does not lend itself to exact integration. For this reason, much of the research in this area has been focused on approximation techniques. Most modern techniques stem from key works which used either a Laplace approximation [1], variational methods [2], or Monte Carlo methods [3]. Over the past few years, many methods for approximating the posterior distribution have been suggested, falling into one of these categories. These methods include assumed density filtering [4,5], approximate power Expectation Propagation [6], Stochastic Langevin Gradient Descent [7,9], incremental moment matching [10] and variational Bayes [11,12].

The standard variational Bayes approach developed by [11], called Bayes By Backprop (BBB), has several shortcomings. The variational free energy minimized in BBB is a sum of a log-likelihood cost function and a complexity cost function. The complexity cost function acts as a regularizer, enforcing a solution that captures the complexity of the data while keeping the posterior close to the prior. Finding a good prior is usually a non-trivial task, and over-restricting priors could potentially cause underfitting. To alleviate these issues, [13] introduced variational dropout, which uses an
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improper prior to ensure that the complexity cost function becomes constant in the weight parameters. Later modifications of this approach [14–16] were shown to be useful for weight pruning (without re-training, similarly to BBB). However, [17] recently pointed out that such variational dropout approaches are not Bayesian. To avoid these issues altogether, [18] proposed an online variational Bayes scheme for lifelong learning using a new prior for each minibatch, instead of one prior for all the data.

In this paper, we develop a novel Bayesian approach to learning for neural networks, built upon adaptive subgradient methods such as ADA\textsc{Grad} [19], RM\textsc{Prop} [20] and ADA\textsc{DAM} [21]. Unlike the aforementioned approaches, ours does not require the specification of a method for approximating the posterior distribution, as it relies on a new probabilistic interpretation of adaptive subgradient algorithms that effectively shows these can readily be utilized as approximate Bayesian posterior inference schemes. This has similar underpinnings as the work of [22], although the latter is based on a stochastic model for gradient variations that imposes a number of restrictions on the gradient noise covariance structure, which our framework is able to sidestep by utilizing ADA\textsc{DAM} as the underlying subgradient method. Our proposed algorithm is also similar in spirit to the work of [14]. However [14] performs natural gradient variational inference, implemented within ADA\textsc{DAM} via weight perturbation of the gradient evaluation.

Our method, BAD\textsc{AM}, produces similar predictive distributions to common benchmarks BBB [11] and MC DROPOUT [13] (see Figure 1). We follow the same experimental setup as [4, 11]. The predictive distributions are obtained through sampling from the posterior weight distributions when making predictions on a test set. Experimental details are provided in appendix A.

\section{Preliminaries}

\textbf{Notation.} Vectors are denoted by lower case Roman letters such as $a$, and all vectors are assumed to be column vectors. Upper case roman letters, such as $M$, denote matrices, with the exception of the identity matrix which we denote by $I$ and whose dimension is implicit from the context. Finally, for any vector $g_i \in \mathbb{R}^d$, $g_{i,j}$ denotes its $j$th coordinate, where $j \in [d]$.

\textbf{Problem setup.} Let $f(\theta)$ be a noisy objective function, a scalar function that is differentiable w.r.t. the parameters $\theta \in \Theta$, where $\Theta$ denotes the parameter space. In general, $\Theta$ is a subset of $\mathbb{R}^d$, but for simplicity, we shall assume that $\Theta = \mathbb{R}^d$ throughout the remainder of this paper. We are interested in minimizing the expected value of this function, $\mathbb{E}[f(\theta)]$, w.r.t. its parameters $\theta$. Let $f_1(\theta), \ldots, f_T(\theta)$ denote the realizations of the stochastic function at the subsequent time steps $t \in [T]$. The stochastic nature may arise from the evaluation of the function at random subsamples (minibatches) of datapoints, or from inherent function noise.

The simplest algorithm for this setting is the standard online gradient descent algorithm [23], which moves the current estimate $\theta_t$ of $\theta$ in the opposite direction of the last observed (sub)gradient value $g_t = \nabla f_t(\theta_t)$, i.e.,

$$\theta_{t+1} = \theta_t - \eta_t g_t, \quad (1)$$
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\caption{Qualitative comparison of the predictive uncertainties of our method and our principle baselines. BNNs are trained on samples from the interval $(0, 0.5)$ and evaluated on the interval $(-0.5, 1.2)$. The plots show the mean prediction and $\pm 1, 2$ standard errors of the predictive distributions.}
\end{figure}
where $\eta_t > 0$ is an adaptive learning rate that is typically set to $\eta / \sqrt{t}$, for some positive constant $\eta$. While the decreasing learning rate is required for convergence, such an aggressive decay typically translates into poor empirical performance.

**Generic adaptive subgradient descent.** We now present a framework that contains a wide range of popular adaptive subgradient methods as special cases, and highlight their flaws and differences. The presentation here follows closely that of [24]. The update rule of this generic class of adaptive methods can be compactly written in the form

$$\theta_{t+1} = \theta_t - \eta_t V_t^{-1/2} m_t,$$

where $m_t$ and $V_t^{-1/2}$ are estimates of the (sub)gradient and inverse Hessian, respectively, of the functions $f_t(\cdot)$, based on observations up to and including iteration $t$. In other words, they are functions of the (sub)gradient history $g_{1:t} \equiv g_1, \ldots, g_t$, which we express as

$$m_t = \hat{g}_t(g_{1:t}), \quad V_t^{1/2} = \hat{H}_t(g_{1:t}),$$

where $\hat{g}_t(\cdot)$ and $\hat{H}_t(\cdot)$ denote approximation functions for the (sub)gradient and Hessian of the loss function at iteration $t$, respectively. The corresponding procedure is repeated until convergence. For computational performance many popular algorithms restrict themselves to diagonal variants of adaptive subgradient descent, such that

$$m_t = g_t, \quad V_t = I.$$  

(OGD)

The key idea of adaptive methods is to choose estimator functions appropriately so as to entail good convergence. For instance, the first adaptive method ADAGRAD [19], which led to considerable usage, employs the following estimator functions:

$$m_t = g_t, \quad V_t = \frac{1}{t} \text{diag} \left( \sum_{i=1}^t g_i g_i^\top \right).$$  

(ADAGRAD)

In contrast to the learning rate of $\eta / \sqrt{t}$ in OGD with learning-rate decay, such a setting effectively implies a modest learning-rate decay of $\eta / \sqrt{\sum_{i=1}^t g_i^2}$ for $j \in [d]$. When the gradients are sparse, this can potentially lead to huge gains in terms of convergence (see [19]). These gains have also been observed in practice even in some non-sparse settings.

**Adaptive methods based on EWMA.** Exponentially weighted moving average (EWMA) variants of ADAGRAD are popular in the deep learning community. ADADELTA [25], RMS_PROP [20], ADAM [21] and NADAM [26] are some prominent algorithms that fall in this category. The key difference between these and ADAGRAD is that they use an EWMA as the function $V_t$ instead of a simple average. ADAM, a particularly popular variant, is based on the following estimator functions:

$$m_t = \frac{1 - \beta_1}{1 - \beta_1^t} \sum_{i=1}^t \beta_1^{t-i} g_i, \quad V_t = \frac{1 - \beta_2}{1 - \beta_2^t} \text{diag} \left( \sum_{i=1}^t \beta_2^{t-i} g_i g_i^\top \right),$$  

(ADAM)

where $\beta_1, \beta_2 \in [0, 1)$ are exponential decay rates. This update can alternatively be stated in terms of the following simple recursions:

$$m_{t,i} = \frac{\beta_1 m_{t-1,i} + (1 - \beta_1)g_{t,i}}{1 - \beta_1^t}, \quad v_{t,i} = \frac{\beta_2 v_{t-1,i} + (1 - \beta_2)g_{t,i}^2}{1 - \beta_2^t},$$

(4)

for all $t \in [T]$, with $m_{0,i} = v_{0,i} = 0$ for all $i \in [d]$. Note that the denominator represents a bias-correction term. A value of $\beta_1 = 0.9$ and $\beta_2 = 0.999$ is typically recommended in practice [21]. RMS_PROP, which appeared in an earlier unpublished work [20], is essentially a variant of ADAM with $\beta_1 = 0$. In practice, especially in deep-learning applications, the momentum term arising due to non-zero $\beta_1$ appears to significantly boost performance.
Bayesian neural networks. As the name suggests, a Bayesian neural network (BNN) is a neural network equipped with a prior distribution over its weights $\theta$. Consider an i.i.d. data set of $N$ feature vectors $x_1, \ldots, x_N \in \mathbb{R}^d$, with a corresponding set of outputs $D = \{y_1, \ldots, y_N\} \subseteq \mathbb{R}$. For illustration purposes, we shall suppose that the likelihood for each datapoint is Gaussian, with an $x$-dependent mean given by the output $\text{NN}(x, \theta)$ of a neural-network model and with variance $\sigma^2$:

$$p(y_n | x_n, \theta, \sigma^2) = \mathcal{N}(y_n | \text{NN}(x_n, \theta), \sigma^2).$$  \hspace{1cm} (5)

Similarly, we shall choose a prior distribution over the weights $\theta$ that is Gaussian of the form

$$p(\theta | \alpha) = \mathcal{N}(\theta | 0, \alpha^{-1} \mathbb{I}).$$  \hspace{1cm} (6)

Since the data set $D$ is i.i.d., the likelihood function is given by

$$p(D | \theta, \sigma^2) = \prod_{n=1}^{N} \mathcal{N}(y_n | \text{NN}(x_n, \theta), \sigma^2)$$  \hspace{1cm} (7)

and so by virtue of Bayes’ theorem, the resulting posterior distribution is then

$$p(\theta | D, \alpha, \sigma^2) \propto p(\theta | \alpha) p(D | \theta, \sigma^2)$$  \hspace{1cm} (8)

which, as a consequence of the nonlinear dependence of $\text{NN}(x, \theta)$ on $\theta$, will be non-Gaussian. However, we can find a Gaussian approximation by using the Laplace approximation $\llbracket$. Alternative approximation methods have been briefly discussed in Section $\llbracket$.

3 Probabilistic Interpretation of Adaptive Subgradient Methods

We have touched upon the fact that adaptive subgradient methods use estimates of the curvature of the loss function for optimization. Now we will explore how using these estimates one can obtain a posterior around the local minimum which the optimizer converges to, by a Laplace approximation of our likelihood. Consider a second-order Taylor expansion of the loss function $f(\theta)$ around the current parameter estimate $\theta_t$:

$$f(\theta) \approx f(\theta_t) + \nabla f(\theta_t)^\top (\theta - \theta_t) + \frac{1}{2}(\theta - \theta_t)^\top \nabla^2 f(\theta_t)(\theta - \theta_t).$$  \hspace{1cm} (9)

Since the gradient and Hessian are unknown, we replace them with the approximations used in adaptive subgradient methods introduced in the previous section

$$\nabla f(\theta_t) \approx \eta_t m_t, \quad \nabla^2 f(\theta_t) \approx V_t^{1/2},$$  \hspace{1cm} (10)

which results in the following approximation:

$$\hat{f}_t(\theta) \equiv f(\theta_t) + \eta_t m_t^\top (\theta - \theta_t) + \frac{1}{2}(\theta - \theta_t)^\top V_t^{1/2}(\theta - \theta_t).$$  \hspace{1cm} (11)

The corresponding likelihood model is given by

$$\ell_t(\theta) \propto \exp \left\{ -N \hat{f}_t(\theta) \right\} \propto \exp \left\{ -N \eta_t m_t^\top (\theta - \theta_t) - \frac{N}{2}(\theta - \theta_t)^\top V_t^{1/2}(\theta - \theta_t) \right\},$$  \hspace{1cm} (12)

where the number of samples $N$ corrects the averaging over samples that is implicitly contained in the loss function $f(\theta)$.

Considering a diagonal Gaussian prior over $\theta$, i.e. $p(\theta) = \mathcal{N}(\theta | 0, \sigma^2)$. Completing the square with respect to $\theta$ in the exponential yields

$$- N \eta_t m_t^\top (\theta - \theta_t) - \frac{N}{2}(\theta - \theta_t)^\top V_t^{1/2}(\theta - \theta_t) - \frac{1}{2\sigma^2} \theta^\top \theta$$

$$= - \frac{N}{2}(\theta - \theta_{t+1})^\top V_t^{1/2}(\theta - \theta_{t+1}) - \frac{1}{2\sigma^2} \theta^\top \theta + \text{const},$$  \hspace{1cm} (13)

where, as a reminder, $\theta_{t+1} = \theta_t - \eta V_t^{-1/2} m_t$ and “const” denotes terms that are independent of $\theta$. This leads to a Gaussian posterior of the form

$$p(\theta | g_t, \eta_t, \omega) = \mathcal{N} \left( \theta \left| \left( NV_t^{1/2} + 1/\sigma^2 \right)^{-1} (NV_t^{1/2} \theta_{t+1}) \left( NV_t^{1/2} + 1/\sigma^2 \right)^{-1} \right. \right),$$  \hspace{1cm} (14)
where \( \omega \) is a vector of hyperparameters other than the learning rate, if any, that govern the underlying adaptive subgradient method. For example, \( \omega = \theta \) in the case of ADAGRAD, whereas \( \omega = (\beta_1, \beta_2) \) for ADAM. \( V_t^{1/2} \) is used as an approximation for the curvature of the energy landscape and intuitively if the curvature is very high in a given direction then this leads to less variability of the parameters in this direction, on the other hand if the energy landscape is very flat one expects larger variability. The notion of curvature can thus be readily interpreted as a geometric notion of uncertainty.

A few comments are in order regarding Eq. 14.

- The posterior mean is an interesting expression. Consider an eigendecomposition of our Hessian which diagonalizes for interpretational ease. Then, if \( V_t^{1/2} = 0 \), there is a large uncertainty in the energy landscape and the weight is implicitly pruned. If \( NV_t^{1/2} \approx 1 \) then the coefficient of our point estimate is less than 1 and we get the traditional interpretation of a Gaussian prior as an \( L^2 \) regularizer. And if, \( NV_t^{1/2} \) is very large, there is a large curvature in the energy landscape and it is pretty certain that our optimizer has settled on a local minimum; the mean is around the point estimate of our weight. This is also the case for most of the alternative approaches (e.g., 11, 22).

- The posterior variance is a trade-off between the uncertainty induced by the curvature of our energy landscape and the prior variance. The expression for the variance, and the nature of our approach in general, is closest in spirit to the work of 22. In fact, Eq. 14 is closely related to Assumption 4 in their paper. A notable difference between their paper and ours, however, is that the former relies on an Ornstein-Uhlenbeck process to describe the stochastic dynamics of the gradients. Specifically, 22 assume that the variability of the gradients can be reasonably captured by a constant covariance matrix, which is an unrealistic assumption given the fact that, in practice, this covariance matrix evolves as one explores different regions of the energy landscape. Instead, our approach, as we shall discuss in the next section, is to use ADAM’s EWMA estimates for \( m_t \) and \( V_t \). This enables us to filter out the noise arising from the stochastic nature of the gradients, while at the same time accounting for changes in these quantities over different areas of the energy landscape.

- \( N \) can be treated as a hyperparameter similarly to 27, 28. With this in mind we may tune \( N \) to be very large and hence the posterior mean of the weight distribution is merely centered on the point estimator of the descent algorithm.

Having introduced a posterior over our weights using estimates from an adaptive subgradient optimizer, we can now encapsulate this into a Bayesian optimization algorithm in the next section.

4 Practical Algorithms for Bayesian Learning of Neural Networks

Based on the insights from the previous section, we obtain the following generic algorithm for Bayesian learning of neural networks via adaptive subgradient methods.

**Algorithm 1 Generic Bayesian Learning of Neural Networks via Adaptive Subgradient Methods**

| Input: \( \theta_1 \in \mathbb{R}^d \), learning-rate schedule \( \{\eta_t\}_{t=1}^T \), sequence of (sub)gradient and Hessian estimators \( \{\hat{g}_t(\cdot), \hat{H}_t(\cdot)\}_{t=1}^T \) |
| for \( t = 1 \) to \( T - 1 \) do |
| \( g_t = \nabla f_t(\theta_t) \) |
| \( m_t = \hat{g}_t(g_{1:t}) \) and \( V_t^{1/2} = \hat{H}_t(g_{1:t}) \) |
| \( \theta_{t+1} = \theta_t - \eta_t V_t^{-1/2} m_t \) |
| end for |
| **Output:** approximate posterior \( \mathcal{N}(\theta \mid (NV_t^{1/2} + 1/\sigma^2)^{-1} (NV_t^{1/2}) \theta_{t+1}, (NV_t^{1/2} + 1/\sigma^2)^{-1}) \) |

To approximate the correct covariance of the weights, one needs a good estimate of the curvature. Furthermore, due to the stochastic nature of the energy surface, this curvature estimate should not be based on a single (the final) observation, but rather on a history of observations, so as to mitigate
the noise in the resulting curvature estimate. Algorithms like ADA GRAD and ADAM do exactly that. Furthermore, since working with a full covariance matrix becomes computationally intractable for large networks, one can use approximations that diagonalize the covariance matrix. This occurs when using Algorithm 1 with the values taken by the estimator functions \( \hat{g}_t(g_{1:t}) \) and \( \hat{H}_t(g_{1:t}) \) in ADA GRAD and ADAM. Note that the online variational Bayes algorithms in [11] and [18] also employ a diagonal approximation. Additionally, the model discussed in [22] arguably bears certain similarities with Algorithm 1 when refining the latter to ADA GRAD. We shall focus here on discussing how to instantiate Algorithm 1 with ADAM.

ADAM has many appealing features when used as an optimizer for neural networks. The reasons for this are twofold:

1. Given that the posterior mean of our algorithm is related to the point estimate generated by ADAM, we expect it to perform well in practice, for the same reasons that ADAM excels and is widely used in practice.

2. There is a trade-off in estimating the curvature of the landscape, and thus the covariance matrix: if we just focus on the last observation, our estimate will be too noisy; however, if we base it on the entire history – like ADA GRAD does – we are implicitly assuming that it is constant throughout the landscape. Ideally, therefore, we should base our estimate on the most recent observations close to the final weight update. This is achieved by using EWMAs, as in ADAM. Additionally the use of dropout will add perturbations to loss function landscape which will encourage better curvature estimates in conjunction with an EWMA.

The specific approach whereby Algorithm 1 uses the update rules of ADAM is illustrated in Algorithm 2.

**Algorithm 2 BADAM: Bayesian Learning of Neural Networks via ADAM**

```plaintext
Input: \( \theta_1 \in \mathbb{R}^d \), global learning rate \( \eta \), exponential decay rates \( \beta_1, \beta_2 \), constant \( \epsilon \)
Set \( m_0 = v_0 = 0 \)
for \( t = 1 \) to \( T - 1 \) do
    \( g_t = \nabla f_t(\theta_t) \)
    \( m_t = \frac{\beta_1 m_{t-1} + (1-\beta_1) g_t}{1 - \beta_1^t} \) and \( v_t = \frac{\beta_2 v_{t-1} + (1-\beta_2) g_t^2}{1 - \beta_2^t} \)
    \( \theta_{t+1} = \theta_t - \eta m_t / (v_t^{1/2} + \epsilon) \) (element-wise division)
end for
Output: final weight distribution \( \mathcal{N}\left( \theta \parallel \frac{N \text{diag}(v_t^{1/2})}{N \text{diag}(v_t^{1/2}) + 1/\sigma^2} \theta_{t+1}, \frac{1}{N \text{diag}(v_t^{1/2}) + 1/\sigma^2} \right) \)
```

Note that the denominators \( (1 - \beta_1^t) \) and \( (1 - \beta_2^t) \) in the updates for \( m_t \) and \( v_t \), respectively, correct the initialization bias. These factors quickly converge to 1 and any effect on the final posterior variance quickly deteriorates. Thus, in practice, we can absorb those factors into the learning rate by using \( \eta_t = \eta \sqrt{(1 - \beta_1^t) / (1 - \beta_1^t)} \) in place of \( \eta \), as is usually done in many implementations of ADAM, including that in TensorFlow. Note, that a strict interpretation of \( N \) as the number of points, does not allow for learning in an online scenario. Also, note that with dropout the loss function landscape changes with each pass through the data. With this in mind a heuristic which we found experimentally successful is to set \( N = t \times \text{batch size} \).

### 5 Results

Having introduced our method for obtaining an approximate posterior over the weights of a NN. We now present experimental evidence to demonstrate the approximate posterior’s effectiveness on MNIST classification and in a contextual bandit setting. The code to reproduce these experiments is available at [github.com/skezle/BADAM](https://github.com/skezle/BADAM). We present our method in comparison to popular methods.

---

2For the same reason, EWMAs are popular in finance where one encounters noisy observations from non-stationary distributions.
Figure 2: Weight pruning test accuracy of BADAM and BBB networks versus cut-off proportion. The curves are an average ± one standard error from 5 runs with random seeds.

such as BBB and MC DROPOUT. Our method has the advantage that the posterior distribution can be extracted for “free” from the standard ADAM algorithm.

We do not place much emphasis on the convergence properties of BADAM, as these properties are directly inherited from the underlying subgradient method which, in this case is ADAM. As the convergence of ADAM is well studied, and the algorithm is commonly used because of its good convergence properties. The primary goal of our experiments is to assess the quality of the uncertainties provided by BADAM.

5.1 Classification on MNIST

To assess the quality of the obtained uncertainties and to show that our posterior distributions are meaningful, we follow the weight-pruning experiment carried out in [11] on the MNIST classification problem. One cannot obtain uncertainties over the network weights with MC DROPOUT, as it implicitly integrates over them to obtain a predictive distribution, this is one advantage of BADAM and BBB. Given a posterior mean $\mu$ and standard deviation $\sigma$, we compute the signal-to-noise ratio as $|\mu|/\sigma$. To perform weight pruning of weights, we sort the weights by their signal-to-noise ratio and discard the fraction $p$ of weights with the lowest values, by setting these weights to zero. As a baseline, we perform pruning on a model with constant variances, $\Sigma = I$. Experimental details can be found in section B.

The bottom line of Figure 2 is that BADAM can produce high quality uncertainties seen as the pruning via signal-to-noise drop in the accuracy is smaller than pruning by the absolute value of the weight only. Additionally BADAM produces accurate predictions which are computationally cheap in comparison to BBB. We also found that by using BADAM with an improper prior and removing the initialization bias to the learning rate (using $\eta$ and not $\eta_0$). Then we can achieve good uncertainties where the drop in performance due to high pruning rates is less marked. However, this is at a cost of achieving a sub-optimal local minimum in comparison to vanilla ADAM and our BADAM results with a Gaussian prior. BBB produces higher quality uncertainties as the drop off in the accuracy is small for higher pruning percentages than BADAM. However, BBB requires extensive hyperparameter tuning, long training times and is difficult to implement (we were unable to reproduce the experimental results from [11]). Also note the mean coefficient in equation 14 means that pruning BADAM with $|\mu|$ is more robust than pruning simply with the point estimates from ADAM.

5.2 Contextual Bandits

We demonstrate the effectiveness of the BADAM uncertainties by using the BNN in a contextual multi-armed bandit setting where and agent requires a good measure uncertainty for decision making. The contextual multi-armed bandit problem proceeds as follows, at times $t = 1, \ldots, T$ our agent will receive a context $X_t \in \mathbb{R}^d$ and will need to decide which action $a_t \in A$ to pick to maximise a total reward $r = \sum_{t=1}^{T} r_t$. Our agent learns a function $f : (X_t, a_t) \rightarrow r_t \in \mathbb{R}$. Thompson sampling provides a Bayesian framework for our agent to manage the exploration exploitation dilemma [29].
The results in Table 1 show that the rewards from using Thompson sampling requires that our model has some prior over the model parameters at each iteration our model samples from its prior and then greedily selects the action which maximizes the reward. The model then receives feedback for the selected decision and updates prior to obtain a posterior $p(\theta_{t+1} | x_{1:t}, a_{1:t})$. No feedback is observed for actions which are not selected. Thompson sampling has been shown to be an effective strategy in practice [40] and in theory [31]. The challenge in this setting is that at time $t$ our agent’s approximate prior $\tilde{p}(\theta_t)$ is used to obtain the reward point $r_t$, and subsequently used to update our model/calculate a posterior, crucially the data points $r_j$, $j \leq t$ are not i.i.d. In [32] it is shown that this feedback loop together with the use of an approximate posterior can lead to large disagreements between the model’s posterior and the true posterior. This in turn can result in large cumulative regrets. Further, [32] empirically studies how different model’s posterior approximations hold up on a variety of tasks and conclude that those algorithms which are unable to separate representation learning and posterior uncertainty construction perform poorly. Since the posterior uncertainty construction and representation learning in the BADAM algorithm are separate we postulate good performance in this contextual multi-armed bandit with Thompson sampling. Details of the experimental setup can be found in Section C.4.

The results in Table 1 show that the rewards from using BADAM are comparable to those obtained from using MC DROPOUT and the purely greedy bandit and outperforms the use of BBB in line with the results from [32]. Exploration is key in contextual bandits and reinforcement learning in general, and stops our agent becoming stuck exploiting suboptimal actions. Some real datasets do not require significant exploration, hence we use a synthetic data set which explicitly requires exploration to achieve optimality to test our algorithms. The wheel bandit is proposed and described in [32] and the amount of exploration is controlled via a parameter, $\delta$. From small values of the exploration parameter BBB performs best and BADAM performs similarly to MC DROPOUT and the purely greedy bandit, for very high values of $\delta$ the exploration becomes very challenging and all algorithms struggle with the wheel bandit. See section C.2 for experimental details and Table 2 for the results.

### 6 Conclusion

In this paper, we introduce a novel approach to Bayesian learning for neural networks, derived from a new probabilistic interpretation of adaptive subgradient algorithms. In particular, we discuss how to refine this framework to ADAM and ADA GRAD. We focus on altering ADAM as the EWMA estimate of the curvature is preferable. Finally, we demonstrate empirically the performance of the posterior distribution on MNIST classification and on contextual bandit problems. BADAM is computationally efficient, like MC DROPOUT, but has the additional advantage of producing an explicit approximate posterior distribution like [11][14], without the complexity of implementing and performing stochastic variational inference.

Finally, we want to emphasize that the key underlying principle of the Bayesian treatment we propose in this paper is to provide a measure of uncertainty over a neural network’s weight parameters, and not just a better or faster (in convergence terms) point estimate thereof. The quality of this uncertainty metric can be assessed by pruning the weights: the more robust the classification error of a Bayesian algorithm for learning neural networks is to weight pruning, the better the quality of the uncertainty embedded in the corresponding (approximate) weight posterior distribution will be. An algorithm achieving a smaller error at higher pruning rates (relative to pruning by $\mu$ only)—even if its corresponding error rate at 0% pruning is less attractive—comes with genuinely desirable uncertainty estimates. This is clearly illustrated in Figure 2. The quality of the uncertainty can also be judged on their performance on a Thompson sampling problem where decisions are made according the

<table>
<thead>
<tr>
<th></th>
<th>Mushroom</th>
<th>Financial</th>
<th>Jester</th>
<th>Statlog</th>
<th>Adult</th>
<th>Covertype</th>
<th>Census</th>
</tr>
</thead>
<tbody>
<tr>
<td>BADAM</td>
<td>0.77 ± 0.13</td>
<td>0.89 ± 0.03</td>
<td>0.46 ± 0.01</td>
<td>0.97 ± 0.02</td>
<td>0.19 ± 0.02</td>
<td>0.52 ± 0.06</td>
<td>0.44 ± 0.04</td>
</tr>
<tr>
<td>MC DROPOUT</td>
<td>0.79 ± 0.04</td>
<td>0.88 ± 0.03</td>
<td>0.46 ± 0.01</td>
<td>0.98 ± 0.02</td>
<td>0.18 ± 0.02</td>
<td>0.52 ± 0.06</td>
<td>0.43 ± 0.03</td>
</tr>
<tr>
<td>BBB</td>
<td>0.60 ± 0.09</td>
<td>0.90 ± 0.15</td>
<td>0.39 ± 0.10</td>
<td>0.69 ± 0.11</td>
<td>0.12 ± 0.01</td>
<td>0.43 ± 0.05</td>
<td>0.36 ± 0.08</td>
</tr>
<tr>
<td>Greedy</td>
<td>0.68 ± 0.13</td>
<td>0.91 ± 0.02</td>
<td>0.47 ± 0.01</td>
<td>0.97 ± 0.02</td>
<td>0.17 ± 0.02</td>
<td>0.57 ± 0.04</td>
<td>0.38 ± 0.03</td>
</tr>
<tr>
<td>Uniform</td>
<td>−0.93 ± 0.08</td>
<td>−0.00 ± 0.01</td>
<td>0.23 ± 0.00</td>
<td>0.14 ± 0.00</td>
<td>0.07 ± 0.00</td>
<td>0.14 ± 0.00</td>
<td>0.13 ± 0.00</td>
</tr>
</tbody>
</table>

Table 1: Contextual bandit cumulative rewards normalized by the optimal reward ± one standard error for different strategies. The results are an average and standard error from 10 runs. A detailed description of the datasets can be found in [32].
approximate posterior of our algorithms. That BADAM is able to achieve similar performance to standard benchmarks is testament to the quality of its approximate posterior distribution.

We hope that BADAM will find usage as a practical off-the-shelf Bayesian adaptive subgradient algorithm, providing posterior distributions with highly accurate confidence measures over neural-network parameters.
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A Toy Regression Experiments

Data generation. Data is generated from the function $y = x + 0.3 \sin(2\pi(x + \epsilon)) + 0.3 \sin(4\pi(x + \epsilon)) + \epsilon$ where $\epsilon \sim \mathcal{N}(0, 0.02)$. Data for training is sampled from the range $(0.0, 0.5)$ while data used for evaluating the testing was sampled from the range $(-0.5, 1.2)$. 


Model architecture. A four layer NN with ReLU activations and hidden state sizes of 100 neurons are used for our BADAM network and baseline MC DROPOUT and BBB networks. For training BADAM we use $\sigma_{\text{prior}} = 0.1$ a dropout rate of 0.05 and $N$ (in equation (14)) to the number of points in the training set multiplied by the number of epochs it trained for. Training involves gradient clipping such that the 2-norm of the gradients are not greater than 5. The MC DROPOUT network uses a dropout rate of 0.5. The BBB network uses a prior variance over the weights equal to $\sqrt{2/n_{\text{in}}}$ where $n_{\text{in}}$ is the number of incoming nodes. We use an implementation based from [32]. The training set has 10000 samples and the MC DROPOUT network is trained for 100 epochs, while BBB and BADAM for 1000 epochs. The predictive distributions are generated from 10000 test points.

B MNIST Weight Pruning Experiments

Model setup. In order to make the results of our framework comparable to those obtained by the BBB algorithm, we replicate the experimental setup used in [11] except we preprocess the pixels by dividing values by 255 instead of by 126. The BADAM network uses dropout with a rate of 0.25. For BADAM we use a Gaussian prior over weights with mean 0 and prior variance of $\sigma_{\text{prior}} = 0.1$. We found that using a larger value of $\beta_2$ and removing the learning rate initialization bias produces good uncertainties (using $\eta$ and not $\eta_t$). However, by not adapting the learning rate the BADAM optimization produces sub-optimal results when there is no pruning. To achieve good accuracies when there is no pruning and good uncertainty estimates for pruning we opt for a dual optimization approach. We run BADAM with default settings for 100 epochs to achieve a good solution. Then run BADAM again for 50 epochs to pick up curvature information around our local optimum employing $\beta_2 = 0.99996$ and removing the initialization bias to the learning rate. Our BBB implementation was unable to reproduce the high accuracies seen in the weight pruning experiments in [11], hence we report the results directly from the paper.

We also experimented with an improper prior and found that by removing the initialization bias to the learning rate and increasing $\beta_2 = 0.99999$ then one achieves good uncertainty estimates. However at the price of a less good local optimum than can otherwise be found with pure ADAM.

Experimental setup. Apart from the details provided in the previous subsection, the experimental configuration is identical to that used by the authors of [11]. That is, we use the same network architecture with 2 hidden layers made of 1200 units each with ReLU activation functions and softmax output layer. The total number of parameters is approximately 2.4 million. We use a training and test set of 60000 and 10000 images respectively.

C Contextual Bandits Experiments

C.1 Real datasets

Model step. We use the experimental setup described in an implementation provided by [32] for evaluation of our BADAM algorithm. A detailed description of the datasets used for our multi-armed bandit experiments can also be found in the appendix of [32]. We compare to BBB, MC DROPOUT an NN which greedily picks each action (named Greedy in Tables 1 and 2), and as a baseline an agent which uniformly samples actions. The neural networks architectures used for all networks are the same: 2 layers with 100 units each and ReLU activations, they regress contexts in $\mathbb{R}^d$ to outputs in $\mathbb{R}^{[4]}$. For all non-variational methods the weights are initialized with $U[-0.3,0.3]$, and use gradient clipping such that the 2-norm of the gradients are not greater than 5. In terms of hyperparameters, all networks use an initial learning rate of 0.1 with an inverse decaying schedule. MC DROPOUT and BBB uses an Adam optimizer and a dropout rate of 0.5 while the greedy network uses an RMSProp optimizer [20]. BADAM uses a Gaussian prior $N(0,0.1^2)$. BBB uses a Gaussian prior like that described in section A. We do not perform hyperparameter optimization similarly to [11].

Multi-armed bandits experimental details. The experimental setup for the multi-armed bandits proceeds as follows: at each round a new context from the dataset is presented to the bandit algorithm, we go through the dataset once. Each action is initially selected 3 times so that each agent has some initial information to learn from. Subsequently, actions are greedily chosen, and only the reward for the chosen action will be backpropagated upon training. In terms of training, all observed contexts,
actions and rewards are stored in a buffer. The buffer is sampled to create batches used for training. Training occurred every \( t_f = 20 \) rounds for \( t_s = 50 \) minibatches using a batch size of 512 for all neural bandits.

The full datasets are used for all bandits experiments apart from the census and covertype datasets which are very large, we use a subset of \( n = 10000 \) points from these two datasets.

### C.2 Wheel bandit

The wheel bandit is described in [32]. We use the same experimental setup for our BNN algorithms as described in the previous subsection except our BADAM prior is \( \mathcal{N}(0, 0.2^2) \) to encourage a little more exploration in comparison to the real datasets. The context dimension is \( \in \mathbb{R}^2 \).

---

<table>
<thead>
<tr>
<th></th>
<th>( \delta = 0.50 )</th>
<th>( \delta = 0.70 )</th>
<th>( \delta = 0.90 )</th>
<th>( \delta = 0.95 )</th>
<th>( \delta = 0.99 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BADAM</td>
<td>0.76 ± 0.02</td>
<td>0.74 ± 0.09</td>
<td>0.83 ± 0.07</td>
<td>0.34 ± 0.08</td>
<td>0.59 ± 0.01</td>
</tr>
<tr>
<td>MC_dropout</td>
<td>0.76 ± 0.08</td>
<td>0.80 ± 0.08</td>
<td>0.66 ± 0.11</td>
<td>0.40 ± 0.12</td>
<td>0.61 ± 0.04</td>
</tr>
<tr>
<td>BBB</td>
<td>0.97 ± 0.02</td>
<td>0.95 ± 0.02</td>
<td>0.93 ± 0.02</td>
<td>0.41 ± 0.18</td>
<td>0.54 ± 0.00</td>
</tr>
<tr>
<td>Greedy</td>
<td>0.81 ± 0.17</td>
<td>0.85 ± 0.15</td>
<td>0.87 ± 0.09</td>
<td>0.38 ± 0.13</td>
<td>0.58 ± 0.00</td>
</tr>
<tr>
<td>Uniform</td>
<td>0.22 ± 0.00</td>
<td>0.23 ± 0.01</td>
<td>0.28 ± 0.01</td>
<td>0.35 ± 0.01</td>
<td>0.58 ± 0.01</td>
</tr>
</tbody>
</table>

Table 2: Contextual bandit cumulative rewards normalized by the optimal reward ± one standard error for different algorithms on the wheel bandit which has been run 10 times. The parameter \( \delta \) controls the difficulty of exploration required by our agents, large \( \delta \) the more difficult the exploration.